Non –linear Regression 
1. It is possible that the best fit for some data is a non-linear regression line such as a power function.

2.  Example
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3- It is incorrect to use the correlation coefficient, r, with a non-linear model.
4- The decision on which model to use as the best fit for non-linear models is done by visual inspection of the scatter graph. How well the model fits the start and the end of the curve.
5- Linear models do not fit functions that asymptotically approach a value as it will continue to increase or decrease as x increases NOT TO LEVEL OFF WITH X. However, there are a number of non-linear functions that deal with asymptotic behavior very well such as logarithmic, power, polynomials (quadratic, cubic) and exponential.

6- For linear regression we have the advantage of using, r, as a guide to how a fit it is. For non-linear regression we inspect our trend line VISUALLY to see how it fits.

7- When we predict a y value for a given x value which is inside the range of data we say we are interpolating or doing an interpolation.

8- Extrapolating is when we are predicting y for an x value which is beyond (above or below) the range of data. Remember to use the equation of the best fit not the scatter graph.

9- Sometimes the best fit for your data is two or more straight lines piecewise function. 
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